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Challenges

Emerging challenges from more large-scale, 
extremely imbalanced and low-quality datasets that 
come with the development of information systems 
(e.g., CTR, fraud detection, medical diagnosis).



Challenges
• An example: predict the claim probability of waybill orders

• more than 3,000,000,000 samples in TB level
• Imbalance Ratio (IR) = #negative : #positive = 3,000 : 1
• sparse categorical features (e.g., user IDs)
• lots of missing values (up to 90% in some columns)
• noisy data



Prior work

• Resampling methods
• oversample minority cases
• undersample majority cases

• Reweighting methods
• cost-sensitive learning
• hard example mining

• Ensemble methods
• Integrate 

resampling/reweighting 
methods into ensemble 
learning frameworks

SMOTE

Examples

Cost-
sensitive 
learning

AdaBoost



Drawbacks of existing solutions
Family Branch Representatives Drawbacks

Resampling random resampling --- Unsatisfactory performance

under-sampling TomekLink, ENN, 
NearMiss

1. High cost for clustering/finding nearest 
neighbors on a large-scale dataset.
2. fail to work when the dataset is 
extremely imbalanced or contains many 
missing values.
3. Over-sampling methods further enlarge 
the size of the training dataset.

over-sampling SMOTE, ADASYN, 
Borderline-SMOTE

hybrid-sampling SMOTE-Tomek,
SMTOE-ENN

Reweighting cost-sensitive learning Cost-sensitive C4.5 1. Domain knowledge is required to set an 
appropriate cost matrix.
2. Sensitive to noises and outliers.

hard example mining AdaBoost, FocalLoss

Ensemble resampling/reweightin
g + Ensemble 
Learning

RUSBoost,
SMOTEBoost, 
SMOTEBagging

The aforementioned problems of 
resampling/reweighting methods still hold. 



Motivation

We need a practical learning framework that can 
effectively handle large-scale data with extreme class 
imbalance while being robust to missing values, 
noises, and outliers.
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Self-paced Ensemble (SPE)

• Efficient ensemble training
• Only need 𝑂(𝑘⋅#𝑝𝑜𝑠) samples to build 𝑘-classifier 

ensemble

• Introduce the “classification hardness” 
• Adaptive sampling without distance-computing

• Self-paced Learning with hardness harmonization
• robust to the outliers while ensuring fast convergence

Challenge

Large-scale data

Extreme class 
imbalance

Missing values

Sparse 
categorical 
features

Noises and 
outliers



Overview
hardness harmonization under-sampling
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Classification hardness

• Class imbalance is NOT the sole source 
of learning difficulties.
• Other factors:

• Small disjuncts problem

• Presence of noises and outliers

• Overlapped underlying class distribution

• We introduce “classification hardness 
distribution” to integrate all these factors 
into our learning framework.



Classification Hardness

• What is “classification hardness”?
• How hard is a sample to be correctly classified by the current model.
• Can be given any “decomposable” error function 
• (e.g., absolute error, squared error, cross entropy)

Example (absolute error):

ℎ𝑎𝑟𝑑𝑛𝑒𝑠𝑠𝑥,𝑦,𝐹 = |𝐹 𝑥 − 𝑦|



Hardness Distribution

• Fills the gap between imbalance ratio and task difficulty
• Fig.(a) & Fig.(d) have the same imbalance ratio (IR) (1:1 to 1:100)
• As the IR grows, Fig.(d) becomes a much harder classification task



Hardness Distribution

• Fills the gap between imbalance ratio and task difficulty
• Fig.(a) & Fig.(d) have the same imbalance ratio (IR) (1:1 to 1:100)
• Fig.(a) & Fig.(d) have the very different “classification hardness”



Hardness Distribution

• Fills the gap between model capacity and sampling strategy
• Different learning models have very different capacities
• Hardness distribution can capture such difference that is ignored by other 

preprocessing methods such as SMOTE.



General types of data samples

• trivial samples (in blue)
• only contribute tiny hardness
• large population, total hardness is non-negligible
• trivial samples do not provide new information for training:

• reduce population, only keep the “skeleton”

trivial 
samples



General types of data samples

• noise samples (in dark red)
• small population
• each contributes a large hardness value
• noise samples can disturb the training process:

• eliminate the noise, while keep useful information

noise 
samples



General types of data samples

• borderline samples (in light red)
• close to the decision boundary
• borderline samples are the most informative

• enlarge the corresponding weights usually can be helpful

borderline 
samples



Hardness Histogram

• Identify samples under finer granularity:
• use the current model to calculate the hardness
• cut data into bins and form a histogram

Hardness histogram approximates the 
distribution of hardness values and 
implicitly reflects the task difficulty.
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Our First Algorithm



Hardness Harmonization

• Resampling to equalize the hardness contribution from each bin 
in the histogram.

• Resulting in a "harmonized" subset.



Hardness Harmonization

• Advantage:
• weights of borderline samples are enhanced
• effect of trivial/noise samples are reduced



Hardness Harmonization

• Problem?
• population of trivial samples grow rapidly during the training
• simple harmonization leaves lots of trivial samples and slows down the 

training



Our Second Algorithm



Self-paced Under-sample

• introduce a self-paced factor 𝛼
• a penalty factor to large population bins

• as 𝛼 grows, we gradually focus on harder samples

• always keep a reasonable proportion of trivial samples



Self-paced Under-sample
self-paced hardness harmonization under-sampling



Self-paced Under-sample

𝜶 = 𝟎 𝜶 = 𝟎. 𝟏 𝜶 → ∞
𝑰𝒕𝒆𝒓 𝟎 𝑰𝒕𝒆𝒓 𝒊 𝑰𝒕𝒆𝒓 𝒇𝒊𝒏𝒂𝒍



Self-paced Ensemble

control the growth rate of  𝜶

form the histogram

perform sampling from 
each hardness bin
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Experiment

• Synthetic Dataset
• 4 × 4 checkerboard with different level of class overlapping

• Real-world Datasets



Experiment
• Base Classifiers

• K Nearest Neighbor classifier (KNN)
• Decision Tree (DT)
• Logistic Regression (LR)
• Multi-Layer Perceptron (MLP)
• Support Vector Machine (SVM)
• Adaptive boosting (Adaboost)
• Bootstrap aggregating (Bagging)
• Random Forest (RandForest)
• Gradient Boosting Decision Tree (GBDT)

• Baseline Methods
• 7 under-sampling methods (RandUnder, NearMiss, Clean, ENN, TomekLink, AllKNN, OSS)

• 4 over-sampling methods (RandOver, SMOTE, Border-SMOTE, ADASYN)

• 2 hybrid-sampling methods (SMOTE-ENN, SMOTE-Tomek)

• 6 ensemble methods (RUSBoost, SMOTEBoost, UnderBagging, SMOTEBagging, EasyEnsemble, BalanceCascade)

• Evaluation Criteria
• Area under precision-recall curve 

(AUCPRC)

• F1-score (F1)

• Geometric Mean (GM)

• Matthews correlation coefficient 
(MCC)



Experiment

• Table: performance (AUCPRC) on the synthetic dataset.



Experiment
• Table: performance on real-world datasets.



Experiment

• Table: performance of resampling methods (on CreditFraud task).



Experiment

• Table: performance of ensemble methods (on CreditFraud task).



Experiment

• Visualization on the synthetic dataset:

Sampled 
Training 
Dataset

Output 
Probability



Experiment

• Robust to class overlapping & outliers:

• Robust to missing values:



Code URL: github.com/ZhiningLiu1998/self-paced-ensemble

Thanks!
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https://github.com/ZhiningLiu1998/self-paced-ensemble

